MayaScale Data Platform on AWS

Amazon AWS Cloud Platform provides rich set of high-performance NVMe resources for building true enterprise-class NVMe Over Fabrics readily. Note
that the network bandwidth is tied to the number of cpu cores of the compute instance. The storage IOPS is based on capacity of provisioned storage.
Please refer to AWS cloud documentation for more information on storage optimized instance types.

Purpose Machine Cores Memory Network Storage
Shared block storage for IP-SAN or NVMeoF | Storage Optimized @ 4 30.5GB ~10Gbps Ephemeral direct NVMe or SSD
i3.xlarge 1 x 950

Other i3 series

High Performance NFS Server Storage Optimized 8 61GB ~10Gbps zpool
i3.2xlarge 1 x 1900 (NVMe)
i2.2xlarge 2 x 800 (SSD)
High-Availability High Availability Set Secondary Private IP address = Synchronous mirroring by using
zpool mirror

dm raid-1 over NVMe target
DRBBD replication

Here is the sequence of steps involved in experiencing the industry's very first elastic NVMe after you've deployed a MayaScale instance from AWS
marketplace. In this tutorial we will assume you have launched EC2 i3-xlarge instance type that comes with 1 x 1.9T NVMe SSD.
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https://aws.amazon.com/ec2/instance-types/i3/

1. Connect to the MayaScale Cloud Data Platform instance using SSH to secure the Web console GUI access by changing the default password to
something random by running

# [ opt/ mayast or/ web/ genr andpass. sh

Or to set your own password

# [ opt/ mayast or/ web/ changepass. sh
Logi n name (default admn):

Logi n password:

Passwor d agai n:

And then restart the web server for password changes to take effect

# [ opt/ mayast or/ web/ st op

# [ opt/ mayast or/ web/ start

2. Now you can proceed with provisioning NVMe storage using the Administration Web console available on http://<mayascalel-ip>:2020
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System Details
MayaScale Storage Server: (&
Ly Sz System Detalls | Controllers | (Services |(Logs | [Licenses | Updates |
Configure Server
Manage Volumes & Pools System Resources & View Performance
Manage NFS shares
Manage Snapshots aws ip-172-31-18-150.us- Hcpy  Myemoy & Systen
— [P west-2.compute.internal CPUs

Manage Replication Version o N
Manage Fallover ) uptime 3.10.0-603.217.x86_64 e
Add or remove Mappings i Load average 3L min Ports
Add or remove Hosts. =1 0.00, 0.01, 0.05 H Volumes
=
W Goused

Manage ISCSI operations
Manage Cloud Storage
View Disks

Bios. Xen 4.2.amazon 08/24/2006

MayaScale Server Wizards: (& Serial Number Not Specified

Getting Started opusr I hcCr
Create Mayastor volume Model HVM domu _| otidie 5 Soiren
Greate Volume Group

Hus
Manufacturer Xen Weys T shcache

Processor Type:  Intel(R) Xeon(R) CPU E5-2686 v4 @ 2.30GHz

Create Raid Group Total: 53.81G Disks:2
Create ZFS Storage Pool 1P Address ens3 ena 1723110150

Create Cloud Storage Free: 53026 P20 099K
Create Application server Total Mayastor -

volumes: 0
Map a volume
Actvevelime —
mappings:

Active controllers: 1

3. Based on the number of NVMe SSD that is available on the instance you will be able to view them on the GUI from View Disks
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MayaScale Storage Server: (&
My Server
Configure Sefver
Manage Volumes & Pools
Manage NFS shares
Manage Snapshots
Manage Replication
Manage Failover
Add or remove Mappings
Add or remove Hosts
Manage iSCSI operations
Manage Cloud Storage
View Disks

MayaScale Server Wizards: &
Getting Started
Create Mayastor volume
Create Volume Group
Create Raid Group
Create ZFS Storage Pool
Create Application server
WMap a volume

Mayastor Disks

Physical Disks | Logical Devices

The following are the physical disks configured in your system. Please note that only SCSI disks are shown here.

|Refresh
[pisks Partition

[ Disk: nvmeon1

Amazon EC2 NVMe Instance
Storage Unallocated
17K9.516

For provisioning NVMe storage to clients you can create volume group from the physical NVMe and then slice them as logical volumes for flexible

provisioning. But for

this guide we will be provisioning the whole NVMe resource to client.

Using Mayascale Server Wizards Create Mayastor Volume. Then Select Simple Volume and click Next

C::) MAYASCAL

MayaScale Storage Server: (&
My Server
Configure Server
Manage Volumes & Pools
Manage NFS shares
Manage Snapshats
Manage Replication
Manage Failover
Add or remove Mappings
Add or remove Hosts
Manage iSCSI operations
Manage Cloud Storage
View Disks

MayaScale Server Wizards: (%
Getting Started
Creale Volume Group
Create Raid Group
Create ZFS Storage Pool
Create Cloud Storage
Create Application server
Map a volume

E STORAGE SERVER AWS Marketplace

System Details

New Mayastor Volume Wizard

Select Mayastor Volume Type
What type of Mayastor volume do you want to create?

Mayastor Volume type
©Thin Pool ~ © Thin volume © Logical volume © Dedup volume

© File volume © Snapshot © Simple volume |© Raid volume

© cache Tier O Proxy device

Description

Simple volume represent any valid block devicekecognized by the Linux kernel. Use this
option for disks with existing data to be shared. Howsver such volumes may not be
dynamically resized or managed.

Next Cancel



4. Select the device for provisioning and click Next. In this example nvmeOn1 is chosen.

New Mayastor Volume Wizard

Select block device for Mayastor volume
Select the block device that will be shared as a SCSI compliant disk to the application

sServer.

All available block devices:

[ show All
(I Name Capacity 1K-blocks Major Minor
D xwda 8.000G 8388608 202 1]
(Il xvdal 7.999G 8387584 202 1
nvmelnl 1769.513G 1855468750 259 o]
K
| Back || Next || Cancel |

5. The next screen is to specify a name for the provisioned volume with brief description.

New Mayastor Volume Wizard

Create Volume

reference.

Please specify a name for this Volume. You may also provide a brief description for your

Volume Label:

mynvme

Description:

>

My first pyme over fabrics volume

| Back || Next || cancel |




6. Confirm the new volume settings.

New Mayastor Volume Wizard

Confirm New Volume Settings

You have successfully specified your new volume settings.

You have selected the following settings for the new volume.

Volume Type: Simple volume
Device Selected:
Name: nvmeonl
Device: /dev/nvme0Onl
Capacity: 1769.51G
Volume name: mynvme

specified volume.

Please review the new volume settings and click Finish to create the

| Back || Finish || cancel |

7. Once the volume mynvme was created successfully the next step is to make them available to clients using the NVMe TCP protocol. For this
use the wizard Map a volume . Here select the newly create volume mynvme and choose nvmet-tcp as the controller. For iSCSI provisioning

the controller will be iscsi. Then click Next

All Volume Mappings

New Volume to LUN Mapping Wizard

Select Mayastor Volume
Select Mayastor volume which will be mapped to a LUN.

Volume:

mynvme A

Select a Mayastor volume to be accessed from application server. All unmapped volumes
are listed first followed by all volumes.

Controller

nvmet-tcp ¥

Select the cgtm]ler port by which the application server will access.

| Back || Mext || cancel |

8. Here the LUN refers the NVMe namespace id and it starts from 1. For iSCSI the LUN starts from 0.



/olume to LUN Mapping Wizard

Specify Mapping Details
Specify the LUN number for this volume mapping.

=- nvmet-tep LUN Mappings
LUN:

[ ]

Provide unique LUN number by which the
volume will be addressed in the storage
area network. You may use auto to assign
the next available LUN for that port.

[[J Authorized access only

Check the above option and click Next to
specify a list of SAN clients authorized to
access this volume.

Eoail

I Back H Next H Cancel

9. Confirm mapping settings.

New Volume to LUN Mapping Wizard

Confirm Mapping Settings
You have stﬁcessfu]ly specified settings for volume to LUN mapping.

You have selected the following settings

Volume Selected: mynvme
Controller: nvmet-tcp

LUN: 1

Access allowed to: Everyone

Please review the new mapping settings and click Finish to create the
specified mapping.

| Back || Finish || cancel |

10. Once mapping was created successfully it can be viewed by clicking Add or remove Mappings from the sidebar. Here you would notice the
default NQN for the new volume.

All Volume Mappings
MayaScale Storage Server: &

My Server Volume
Configure Server

Manage Volumes & Pools [(Defete ][ Wew ] Refresh[Viewsl ]

e 2R ST [Ivolume Status Device Controller TID LUN Host ClusterlD Options
Manage Snapshots
Manage Replication O mynvme offine  /devinvmeOnl nvmettcp 0 1 nqn.2018-07.com.zettalane:ip-172-31-18-150. us-west-2.compute.internal. 1fac 9613

Manage Failover
Add or remove Mappings
Add or remove Hosts
Manage ISGSI operations
Manage Cloud Storage
View Disks

Mayascale Server Wizards: &
Getting Started
Create Mayastor volume
Create Volume Group
Create Raid Group
Create ZFS Storage Pool
Create Application server
Map a volume

11. The next step is to activate the newly created mapping so that it is discoverable from NVMe hosts in the network. To activate click on the
checkbox associated with mynvme
and click Bind



All Volume Mappings

Volume | [LUN |

RefresnVew <]

Dvﬂume Status Device Controller TID LUN Host ClusterlD Options

O mynvme online /devinvmeOnl nvmeticp 0 1 ngn.2018-07.com.zettalane:ip-172-31-19-150.us-west-2.compute.intemal. 1fac9613

12. To discover this NVMe target from another client with NVMe over fabrics support.

[root @p-172-31-20-45 ~]# nodprobe nvne-tcp
[root @p-172-31-20-45 ~]# /opt/zettal ane/ bin/nvme discover -a 172.31.19.150 -s 4420 -t tcp

Di scovery Log Nunber of Records 1, Generation counter 1

trtype: tcp

adrfam ipv4d

subtype: nvnme subsystem

treq: not specified

portid: O

trsveid: 4420

subngn: ngn. 2018-07.com zettal ane: i p-172- 31- 19- 150. us- west - 2. conput e. i nternal . 1f ac9613
traddr:

[root @p-172-31-20-45 ~#

13. For the client to perform 10 on the discovered NVMe target, it has to be connected and configured with the host as follows.

[root @p-172-31-20-45 ~]# /opt/zettal ane/ bin/nvme connect -a 172.31.19.150 -s 4420 -t tcp -n ngn.
2018-07.com zettal ane: i p-172-31-19- 150. us-west - 2. conput e. i nternal . 1fac9613

[root @p-172-31-20-45 ~]# /opt/zettal ane/ bin/nvne |ist

[root @p-172-31-20-45 ~]# /opt/zettal ane/ bin/nvie 1i st

Node SN Mbdel Nanespace

Usage For mat FW Rev

/ dev/ nvne0Onl vol 047c5ca2e5ca231b8 Amazon El astic Block Store 1 0. 00 B/
8.59 GB 512 B+ 0B 1.0

/dev/ nvnmelnl 7e2888517b895hb8 Li nux 1 1.90 TB/

1.90 TB 512 B+ 0B 3.10.0-6

14. Congratulations you have created NVMe target with MayasScale and mapped over NVMeof-TCP successfully to be discovered by clients.
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